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Abstract: In this paper, we investigate whether temporal gestures indicating different
events in time can convey information about the relative timing of these events. We
depart from the assertion, that in many cultures time is metaphorically represented as
an axis, oriented from left to right, i.e. recent or future events have rightmost
position, as compared to the events of the past. We test the hypothesis that temporal
gestures, referring to the events on the axis, may communicate to the addressee the
temporal reference of the described events. The hypothesis was tested in an
experiment (N =22 people, average age 21.6years, 17 female) where two
companion robots told stories, accompanied by left-oriented, symmetric or right
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oriented gestures. Each story included events from two different cases — recent and
past, and each statement was accompanied by (a) left-oriented or symmetric gesture
(first condition), or (b) right-oriented or symmetric gesture (second condition). The
task of the subjects was to correlate the described events with time, assigning each
statement with recent or past event. As a result of this study, the hypothesis that the
orientation of temporal gestures can communicate the time of the designated events
was partially confirmed. The results correspond to the concept of time oriented for
the narrator from left to right, where the events of the past are in the center, and later
events (recent events, or ‘today’) are located on the right. This conceptual orientation
in the experiment was interpreted by the human listeners, although from their point
of view, “recent events” are located on the left side of the metaphoric axis.
Keywords: Multimodal communication; Temporal gestures; Human-machine inter-
action; Robot companion, Distribution of events in time
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AHHOTanusi: B 5TOi crarbe MBI ucciaenyeM, MOTYT JM TEMIIOPAlIbHBIE KECTHI,
YKa3bIBAIOIINE HA Pa3IUYHBIC COOBITHS BO BPEMEHH, NepenaBarb WHGOpMAIUO 00
OTHOCHUTEJIbHOM BPEMEHH ATHX COOBITHH. MBI UCXOAMM M3 MpPEACTaBICHHS, YTO BO
MHOTUX KyJIbTypax BpeMs MeTadOpUYeCKH TPEACTaBICHO B BHIEC OCH,
OpUEHTUPOBAHHOW CJieBa HAMpaBo, T.€. HEAABHHUE WM Oyayliue COOBITUS HMEIOT
KpailHee IpaBO€ TMOJOXKEHUE MO CPaBHEHUIO C COOBITUAMH Mponuioro. B Hamem
MCCJIEI0BAHUM, MBI MPOBEPSIEM TUIIOTE3Y O TOM, YTO TEMIIOPAIbHBIE KECThl MOTYT
coo01maTk ajpecary HHGOPMAIHIO O BPEMEHHU OMHMCHIBAEMBIX COOBITHN. MBI IIpOBETTH
skcriepuMenT (N = 22, cpennmii Bo3pact 21,6 roma, 17 >KEHIIMH), B KOTOPOM JBa
poboTa-KOMITaHOHA PacCKa3blBaliM pa3Hble uMcTOopuu. Kaxkaas MCTOpHs BKIIIOYAla
coObITHSI JBYyX THUIIOB — Hacrosmee u mnpouuioe. Kaxaoe yTBep:kIeHHE
COMPOBOXKIAJIOCH (@) JIEBOCTOPOHHUM WM CHUMMETPUUYHBIM JKECTOM (II€pBOE
ycioBue) win (0) TpaBOCTOPOHHUM WJIM CUMMETPUYHBIM KECTOM (BTOPOE YCIOBHUE).
3ajaya MCHBITYEMBIX COCTOSUIa B TOM, YTOOBI COOTHECTH KaXKI0€ COOBITHE CO
BPEMEHEM — OIPEICINUTh SIBISIETCA COOBITUE HEAAaBHUM WM JAaBHUM. B pesynbrare
ATOTO WCCJIEIOBAHUS TUIIOTE3a O TOM, YTO OPHEHTAIMsI BPEMEHHBIX JKECTOB MOXKET
coo0Imars 0 BpeMeHH O003HAUEHHBIX COOBITHH, OblLla YAaCTHYHO MOATBEPKICHA.
Pe3ynbrarbl  COOTBETCTBYIOT  KOHIIEMIIMM BPEMEHH, OPHUEHTHPOBAHHOW ISt
paccka3uMKa cieBa HampaBo, TJie COOBITHS MPOILIOTO HAXOAATCS B IIEHTpE, a Oolee
MO3/THUE COOBITUS (HEIaBHUE COOBITHSA, WIJIM ‘CETOMHS ) PACIOJIOKEHBI CIipaBa. JTa
KOHIICTITyallbHAsl ~ OpUEHTAIlMsl B  OKCIEpPUMEHTe OblJla UHTEpIpPEeTHUpPOBAHA
CIYIIATeIIMHU-TIIObMU, XOTS, C WX TOYKH 3pEeHUs, “HENaBHUE COOBITHUS
PacCIIONIOXKEHHI 10 JIEBYIO CTOPOHY MeTa(hOpUUIECKOi OCH.

KiroueBbie ciaoBa: MynbTUMOaIbHAss KOMMYHHUKAIMS; TeMIOpalbHBIE KECTHI;
YenoBeka-MamHHOE B3auMojeiicTBre; Po6oT komnanboH, Pactipenenenue coObITHiA
BO BpEMEHU

Undopmanus aas uutupoBanusi: Koros A. A., 3ununa A. A., ApusnkuH H. A.,
bepkyra /I. 1. Moryr nau kecTbl nepenaBarb HHPOpMAIMIO O BPEMEHH
ONMHCHIBAEMBIX COOBITUI? BocmpusiTue TeMrnopaibHBIX K€CTOB poOOTa-KOMIaHbOHA
/" Hayunsrii pesynbTaT. Bompockl TeopeTnueckod W TPHUKIAAHOW JIMHTBHCTHKH.
2024. T. 10. Ne 2. C. 100-116. DOI: 10.18413/2313-8912-2024-10-2-0-5
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Introduction

In our study we examine the possibility
of temporal gestures to communicate the time
of the described events. While deictic gestures
can be directed towards concrete objects in
the environment and thus signify these
objects, temporal gestures iconically represent
some abstract events in the environment.

Temporal gestures represent an interesting
domain in the natural language system of
reference to the real and imaginary objects
(Kibrik, 2011), and may also be considered as
the symbolic embodiment (Barsalou, 1999,
2005) of time domain. A person may
nonverbally refer to some current events as
located in front of him/her, and represent past
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events as located behind him/her — in this
case, sagittal axis is exploited. In this study
we examine temporal gestures, located on the
lateral axis, where past events are located
relatively to the left, and current or future
events are located relatively to the right. In
our study of gestures on the lateral axis, we
intend to investigate whether the relative
position of a gesture can serve as a marker in
a natural semiotic system, conveying the
information of event time to the addressee.
Although certain tendencies can be observed
in narrator’s behavior (e.g., he may point to
future events as being located to the right), it
cannot be claimed that this tendency is taken
as a signifier by the addressee: that is, that the
addressee understands the speaker’s right-
directed gestures as an indication to future
events. Besides, as speakers look at each other
face to face, their temporal axes are inverted:
the speaker’s right-directed gestures will seem
to the addressee as pointing to the left.

We test the hypothesis that in the
semiotic system of temporal gestures on the
lateral axis there exists an opposition between
right oriented gestures and left oriented
gestures (relative to each other, not
necessarily relative to the human body),
where the right-oriented gestures indicate a
later point in time than relatively left-oriented
gestures. Thus, our hypothesis does not solely
correspond to the opposition between past and
future. We consider the assumption that if
some events in a story temporally relate to
each other (one event happened earlier than
the other), then the use of temporal gestures
on the lateral axis allows the speaker to
understand the relative position of the events
in time.

For the verification of the hypothesis,
we organize an experiment, where each
participant interacts with two companion
robots: the robot tells stories, accompanying
them with different kinds of temporal
gestures. This procedure allows us to simulate
the interaction in real environment, and
exactly replicate the storytelling for each
participant, that is important for the analysis
of deictic gestures. This procedure also allows

to combine a story with different modes of
temporal gesticulation: the robot will tell a
given story with one or the other orientation
of temporal gestures. These conditions cannot
be satisfied in real human interaction, so the
robot companion is preferred, although it may
lack some features of natural communication.

Temporal gesturing

The nature of temporal gestures, to be
examined in the experiment, is very
significant for the linguistic theory of
nonverbal communication. Individual
movements in communication can be ranged
from pure physiological actions, like
breathing and licking parched lips, to the
intentional signs, like deictic gestures and
licking lips to express the meaning ‘it is
delicious’. Hence, it is important to evaluate,
if temporal gestures constitute the intentional
signs, able to communicate the information,
to pure adaptive movements, accompanying
speech. According to the classification by
Grishina (Grishina etal., 2012; Grishina
2012), gestures are characterized by: (a) the
presence of accompanying speech, (b)the
presence of meaning, (c¢) complement to the
utterance meaning, expression of the utterance
structure. According to Kendon’s
classification (Kendon, 1980), gestures are
defined according to the three main
parameters:

(a) necessity of accompanying speech —
whether gestures can or cannot be reproduced
without speech;

(b) the presence of structural linguistic
features;

(c) the degree of regularity — whether a
gesture is reproduced on a regular basis or
created by the speaker ad hoc for a particular
occasion.

Based on A.Kendon’s classification,
David McNeill (McNeill, 1992) arranged
gestures of different types along the Kendon s
Continuum:

Gestures — Gestures replacing speech
—  Pantomimes — Emblems — Gesture
languages

On this scale, from left to right: (a) the
necessity of accompanying speech gradually
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decreases,  (b) linguistic ~ features  (i.e.
structural and arbitrary relations between
signifier and signified) gradually increase,
and (c)social regulation of the gesture
performance gradually increases.

Temporal gestures on the lateral axis
always accompany speech and cannot be used
as a separate indication of time, but it is
unclear whether they can add a temporal
component of meaning to an utterance, like
yesterday, long ago, now, etc. Temporal
gestures can be generally characterized as
deictic, and while spatial deictic gestures
indicate the position of an object in the
environment (or the position of an imaginary
object in “discourse space” in front of the
speaker), temporal deictic gestures rely on a
fundamental cognitive metaphor TIME IS
SPACE (Lakoff and Johnson, 2003) and map
a moment in time into the metaphoric spatial
coordinates in  speaker’s environment.
Although temporal gestures may reflect the
internal metaphoric representation of time by
the speaker, it should be tested, if they can
communicate this representation to the
listener — i.e. if the opposition of present, past
and future not only shapes temporal gestures,
but also can communicate the time of the
described events.

Deictic systems are generally divided
into absolute and egocentric systems.
Absolute deictic orientation is observed in
Australian  Aboriginal languages, where
deictics, both gestural and lexical, are oriented
in relation to the environment, rather than to
the position of the speaker (Haviland, 1993).
In our study, we consider the egocentric
orientation of deixis, referenced in relation to
the speaker’s body. According to numerous
studies (Cooperrider and Nuifiez, 2007; Nufez
and Sweetser, 2006; Casasanto and Bottini,
2010), temporal statements indicating the past
(long ago, yesterday), are accompanied by
deictic gestures directed backwards or to the
left, statements indicating the future
(tomorrow, next week) usually direct gestures
forward or to the right, while statements
indicating the present (at the moment, now)
direct gestures downwards, to the speaker’s

feet. Deictic gestures in the cognitive science
are considered to be a reliable source about
the structure of time representation in a
particular culture (Fuhrman and Boroditsky,
2007; Ouellet et al., 2010). At the same time,
if the arrangement of time events on the
sagittal axis is quite reliable (the future is
usually in front, the past is behind), the
arrangement of events on the lateral axis is
considered as less definitive.

In the English culture, a person looks
behind when recalling negative events from
the past and looks ahead when planning the
future (Lakoff and Johnson, 2003). It has been
shown that people not only talk about time
referring to the sagittal axis, but also tend to
think about the time in a similar way, i.e. the
past is mentally behind and the future — ahead
(Boroditsky, 2000; Miles et al., 2010; Ulrich
et al., 2012). This particular conceptualization
is related to the metaphor of the walking man:
the path he has traveled is the past and the
place he is going to is the future (Clark,
1973). At the same time, this arrangement is
not characteristic to all the languages. For
example, in the Aymara language, spoken by
the aborigines of South America, temporal
gesturing places the future behind, and the
past— in front of the speaker (Nufiez and
Sweetser, 2006). This system is explained by
a metaphor “to know is to see” or “the man
sits motionless”. In this scheme, the future
(the unknown) is located behind the person’s
back, and is not visible; while the past is in
front — it is clear and well known. Some
evidences suggest that Chinese can
conceptualize the temporal domain in the
same way (Gu et al., 2019), although modern
Mandarin speakers adopt the front-to-the-
future orientation (Xiao et al., 2018).

Another approach to the metaphoric
time representation — the arrangement of the
events on the lateral axis: in front of the
speaker from left to right. A common idea is
that this lateral orientation corresponds to the
direction of writing in a given culture. The
influence of writing direction on the
distribution of events along the lateral axis
has been reported experimentally, besides, the
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events are arranged by a subject on the lateral
axis in relation to each other, not taking into
account the position of the subject
(Boroditsky etal., 2011; Fuhrman and
Boroditsky, 2007; Fuhrman and Boroditsky,
2010). That is, relative time is indicated on
the lateral axis as two or more sequential
events. Since reading from left to right is
characteristic of European cultures, on the left
are earlier events and on the right is what
happened later.

A number of  psycholinguistic
experiments have demonstrated the presence
of a vertical temporal axis in Chinese, where
earlier events are located at the top and later
events — at the bottom. This orientation is also
apparently related to the traditional direction
of writing — from top to bottom — and can be
traced both in lexical metaphors and temporal
gesticulation  (Boroditsky  etal, 2011,
Casasanto and Bottini, 2010; Clark, 1973).

Quite a compound structure of temporal
gestures is observed in the Russian language
culture. Grishina analyzed the trajectories of
gestures accompanying statements with the
designation of time. When an informant refers
to the future, gestures are usually directed
upward along the vertical axis and to the left
along the transversal axis. If the informant
uses the removed affirmativeness, then, as a
rule, he points forward along the sagittal axis
and to the right along the lateral axis. For the
present continuous, historical and usual tense,
the situation is similar in the sagittal axis: the
informant points forward, while on the lateral
axis gestures are usually directed to the right,
except for the present historical. When the
informant refers to the past, usual or perfect
tense, he/she points forward along the sagittal
axis and to the left along the lateral axis
(Grishina, 2012; 2018). These data
demonstrate the following patterns:

a) the usual tenses, present and past, are
usually placed behind the speaker; for these
tenses it is not important to link the event to a
precise moment, but merely to underline the
fact of the event;

b) future tense and the present historical
tense are placed in front of the speaker;

c) future tense is also located on the
vertical axis, as well as present continuous
and perfect;

d) on the lateral axis, the past and the
future are not opposed at all, as it was
hypothesized earlier, the main opposition is
between usual past and utterances with the
removed affirmativeness.

Grishina also describes ‘“‘sequences”:
gestures accompanying statements with
relative time: this can be a statement with two
gestures, where the first gesture accompanies
an event, and the second corresponds to the
following event. According to the statistical
results, preference is given to the left-to-right
direction, that corresponds to our main
hypothesis.

Human-robot interaction

As part of the study, we experimentally
evaluated whether temporal gestures on the
lateral axis can transmit information about the
correlation of the described events to the
addressee. To do that, it is required that (a) the
subject is located in the same space with the
speaker, and (b)that the gestures of the
speaker are similar for the interactions with
all subjects. The solution to this problem is an
experiment with companion robots. Firstly,
the robot, unlike a video image, is in the same
space with a person — where it is a real space,
not a virtual environment. Secondly, the robot
is able to accurately reproduce the story many
times with the same gestures when interacting
with different subjects. When using two
robots in an experiment (as in our case), the
difference between their gestures can be
precisely controlled by the robot movement
protocol.

It is worth noting that the perception of
temporal gestures of robots on the lateral axis
has not yet been comprehensively studied in
experiments. Using a companion robot as a
research tool is also a new approach in studies
of natural communication. If a robot can
transmit information about the temporal
correlation of events using gestures, then this
can become a promising function for
enriching human-machine interaction.
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According to recent studies, an
anthropomorphic companion robot can be
perceived by interlocutors as a full-fledged
communication partner that is a significant
advantage of robots compared to virtual
dialog agents. When people interact with each
other face to face, they combine speech,
gestures and gaze direction. The advantage of
companion robots is that they can support
complex multimodal interaction, that can
increase human involvement in
communication. According to some evidence,
it is even impossible to achieve involvement
in the process of communication with a robot
without gestures and the control of gaze
(Sidner et al., 2004). Gestures of engagement
greatly affect the behavior of people
interacting with robots in situations of
communication and cooperation (Nagai et al.,
2003). People are more likely to direct their
attention to a robot using gestures and find
such interaction more productive (Zinina,
etal.,, 2022). As gesticulating abilities of
robots become more advanced, human-robot
interaction will be perceived as more reliable
and will allow robots to be deeply included in
people’s daily lives. An effective combination

of speech with nonverbal means can become a
significant advantage of anthropomorphic
robots compared to other types of interfaces.

Analysis of temporal gestures in the

corpus

In order to design patterns of robot
behavior in an experiment, it is necessary to
study the features of temporal gestures in the
corpus. We studied nonverbal behavior of
people in a multimodal REC corpus (Kotov
and Zinina, 2015). We analyzed cases, where
participants showed some oriented gestures,
while also referencing the events in time. This
analysis was performed in order to design the
behavioral patterns for the robot, the goal of
statistical analysis of gestures was not set. In
the following subset of examples, the
informant (on the left) talks about dance
experience, addressing multiple events in
time: the girl recalls stories from the past,
accompanies them with the cases from her
present life, and talks about future plans. The
performed annotation of this video allows us
to associate hand positions and speech
descriptions of events. The examples are
represented in Table 1.

Table 1. Examples of analyzing temporal gestures in real communication (the informant is on the
left within the frame, the interviewer is on the right)

Tab6auna 1. [Ipumepsl aHanu3a TEMIOPAIBHBIX KECTOB B peajbHOM KOMMYHHUKaLUU (MH(GOPMaHT
HaXOAMTCS B KaJIpe ClIeBa, MHTEPBBIOEP — CIPaBa)

Suppose | am late — The informant makes an
iconic gesture with her left fist from left to right.

And | naturally forget something when | am
late — The informant makes a wave with both
hands, directed to the left, this can be considered
as the indication of the preceding action ‘I forgot
something in relative past, before I went on in a
hurry’. This preceding event is located on the left
on lateral time axis, although here it may also be
considered as a spatial representation, where the
person’s path is located from left to right: ‘I forgot
something in one place and then I moved in a
hurry to another place’.
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When you leave, and then return, [you have
to] look in the mirror — with the words you leave,
the informant points to the left with two pointing
fingers. And on the word return — the same gesture
is directed to the right. Here the informant uses
pointing gestures to distinguish the events in time.
It is clear that temporal representation prevails in
the narrative, since the situation of return appears
later — on the right. In spatial representation this
gesture would point to the left — to the initial point
of the path.

Sometimes there is a chain of events that
leads to this — the informant performs a
metaphorical  gesture ~ with  both  hands,
representing the links of the chain, the gesture is
directed from left to right.
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something — this sentence has the lexical marker
later, which directly indicates a sequence. With
the words you need it, the narrator makes a
movement to the left with both hands, and on the
words because later you can come to something —
to the right.

You need it because later you can come to

past tense indicates the usual past tense; the
narrator makes a movement with her hands to the

left.

You’ve already tried it — the grammatical

As we see from the cases in the corpus,
temporal gestures may be mixed with spatial
or conceptual representation, where the
person describes his/her path from left to
right, with earlier events and locations located
on the left, and later events and locations — on
the right. Only in cases of possible
contradictions between these
conceptualizations (like and then | return,
where the event time is later, but the location
is earlier on the path), one can assert, that the
temporal orientation prevails over the spatial
one. The examples suggest, that spatial
movement should not be included in the
experiment narratives, as they can easily be
confused. The possibility of lateral gestures to
communicate the relative time of events to the
addressee, as observed in the corpus, can be
tested in the following experiment.

Experimental procedure

The experiment should test the
hypothesis that temporal gestures on the
lateral axis allow the listener to understand
the relative time of the described events. In
each story the speaker will describe two
situations corresponding to different times,
with the events of the two situations being
intermixed. We suggest that without temporal
gestures, a semiotic system can be formed in
which the opposition of gestures in some

linguistic positions forces the speaker to
reliably attribute an event to one of the
situations based on the direction of the
gesture. If temporal gestures do not constitute
a sign system, the addressee will confuse the
events, attributing a statement randomly to
one of the two situations. Twenty-two
participants (mean age 21.6 years, 17 female)
took part in the experiment. The native
language of the participants was Russian, and
the experiment was conducted in Russian.
Only right-handed people participated in the
experiment. The robot was pronouncing the
text with the help of Yandex speech API —
state of the art speech synthesis solution. The
synthesized texts were checked in order to
correct the speech synthesis mistakes, like a
wrong position of a stress.

Two F-2 companion robots were used in
the experiment; these robots are designed for
human-machine interaction research (Zinina,
etal., 2022). Each of the robots presented
stories to a person while using temporal
gesturing. One robot, labeled with a triangle,
accompanied the events of the story with left-
directional (relative to the robot) and
symmetrical gestures. The other robot, labeled
with a square, used right-directional and
symmetrical gestures. For left-directional
gestures, the robot with a “triangle” pointed to
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the left with its left hand, turned its head to
the left, and rolled its eyes to the left to
simulate looking to the left (Figure 1(a)). For
the head and eyes we wused gestures,
prototypical for a situation, where the robot
looks at some referent on the right or on the
left; for the hand we used gestures, typical for
pointing out some referent on the right or left
(Kotov and Zinina, 2015). As shown earlier,
such gestures have a significant effect on the
actions of the addressee: in a prior experiment
these gestures forced the addressee to choose
a real object (game piece) located on the left

or on the right, even without the awareness of
the person (Zinina etal.,, 2019). Several
packages in the BML format (Kopp etal.,
2006; Vilhjalmsson etal., 2007) were
developed to model the robot’s gestures of the
three types in order to diversify its
performance (see examples in rows on
Figure 1), so that the same pattern is not
repeated in a row. Each right-directional
gesture was perfectly symmetrical to the
corresponding  left-directional gesture —
Figure 1(a-c).

Figure 1. (a) Robot with left-directional (relative to the robot) gestures; (b) symmetrical robot
gestures — similar for the two robots; (c) robot with right-directional (relative to the robot) gestures

Pucynoxk 1.

(a) Pobor ¢  neBoHampaBieHHBIMH  (OTHOCHTEIBHO  po0OTa)  KECTaMHU;

(0) CummMeTpuuHBIE KeCTbl poOOTa — OAMHAKOBBIE ISl JABYX SKCIEPHUMEHTAJIbHBIX YCJIOBUH;
(B) PoGoT ¢ mpaBoHanpaBieHHBIMH (OTHOCHTEIBHO POOOTA) KECTAMHU

(a) (b)

(©)
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The use of two robots allows us to test
the initial hypothesis: if for each robot the
gesture pointing to the farther right point
causes the addressee to interpret the event as
later, then the position on the temporal axis is
universal: the “more right gesture” points to a
later event, regardless of the position of the
gesture relative to the speaker’s body. If, on
the contrary, only specific gestures indicate a
later or earlier time of the event (e.g., pointing
to the right of one’s body indicates a later
time of the event), it means that only specific
gestures in the nonverbal semiotic system
indicate the time of events.

Two stories were designed for the
experiment: How | passed my exams and
How my car got broken. Each story contained
descriptions of two situations. As the
situations must be described in the same
grammatical tense, we decided to oppose a
recent past (today) and a distant past (a few
months or a few years ago). This corresponds
to our hypothesis, in which we compare the
relatedness of situations rather than the
opposition of past and future. At the
beginning of each story, the two situations
were explicitly announced by the robot: (1a) |
am currently taking an exam session at the
university and (1b) | took an exam in the 11"
grade, (2a) my car did not start today and
(2b) the first time | tried to drive a car, it did
not start. At the stage of announcing the
situations, the robot did not use gestures, it
only slightly moved its arms symmetrically to
mimic breathing. The absence of gestures at
this stage permits us to avoid the conventional
arrangement of events in discourse space.
Each story contained three pairs of
statements, where a sample pair could be my
starter fuse blew and it’s bad when the battery

runs out, and that’s what exactly happened. In
each pair, one of the statements was
accompanied by a symmetrical gesture and
the other statement was accompanied by a
directional gesture (left-directed or right-
directed — depending on the robot). The type
of gesture for utterances in each pair was
selected randomly, assuming that the
utterances in each pair get different types of
gestures. The selected sequence of gesture
types was similar for the two stories. Lexical
time markers were absent in the statements.

The experiment followed a within-
subject design: each participant in the
experiment listened to one robot’s story and
then to the other robot’s story. The order of
the conditions for a participant was
randomized. At the beginning of the
experiment, a subject was randomly directed
to one of the robots and listened to the story
How | passed my exams. Thus, half of the
subjects listened to this story from the robot
with a triangle (it accompanied a part of the
statements with left-directional gestures and a
part of the statements with symmetrical
gestures). The other half of the subjects
listened to this story from the robot with a
square (it accompanied a part of the
statements with right-directional gestures and
a part of the statements with symmetrical
gestures). Next, each subject filled out a
questionnaire and moved to the other robot to
listen to the story How my car got broken.
The robot with a triangle also accompanied
this  story with left-directional and
symmetrical gestures, while the robot with a
square — with  right-directional and
symmetrical gestures. After the second story,
subjects filled out a final questionnaire
(Figure 2).
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Figure 2. The order and structure of experimental conditions
Pucynok 2. [Topsiok U CTpyKTypa SKCIIEPUMEHTAIIbHBIX YCIOBUI
How [ passed my exams How my car got broken
left-oriented vs left-oriented vs
symmetric ',y symmetric e
gestures ] gestures i
:' \‘
- -’ >
Participant ~ Questionary Questionary
X "V
.
. right-oriented vs 'a‘ right-oriented vs
A symmetric s symmetric
gestures gestures
Thus, during the experiment, each Results

subject listened to two stories — in each of the
stories the narrator (robot) used different
oppositions of gestures, accompanying some
statements with a symmetric gesture and
some statements with a directional gesture:
one robot directed gestures to the left and the
other to the right.

After listening to the story, the subjects
were asked to indicate to which time in the
story each statement belonged, e.g. ‘the starter
fuse blew’ — did it happen today or a long
time ago? Table2 shows the subjects’
estimates of the time of the event depending
on the accompanying gesture.

Table 2. Generalized results on the attribution of a statement to time depending on the

accompanying gesture

* color indicates significant differences by Chi Square:

- for symmetrical robot gestures with a triangle Chi Square = 7,529412, p = 0,006070;

- for right-oriented robot gestures with a square Chi Square = 3.595745 p = 0,057929.

Tadmmua 2. OO60OIIeHHbIE pe3yabTaThl MO OTHECEHUIO COOBITHS paccka3a KO BpPEMEHHM B

3aBUCUMOCTH OT COIMPOBOXKIAIOIICTO KECTA

* 1BeTOM 0003HA4YEHBl CTATUCTUYECKH 3HaYMMble pa3nnyus o Chi Square:
- I7IS1 CHMMETPUYHBIX KECTOB poOoTa ¢ TpeyroasuukoMm Chi Square = 7,529412, p = 0,006070;
- JUI IPaBOOPHUEHTHUPOBAHHBIX JKE€CTOB poboTa ¢ kBajaparoM Chi Square = 3,595745 p = 0,057929.

Robot with a triangle — uses left- Robot with a square — uses right-
. directional and symmetrical gestures | directional and symmetrical gestures
Event time — - - . -
left-directional symmetrical right-directional symmetrical
gesture gesture gesture gesture
Recent past 47% 26%* 64%* 53%
Long past 53% 74%* 36%* 47%
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Table 2 shows that for the robot with a
triangle, which used left-oriented and
symmetrical gestures, subjects tend to
interpret symmetrical gestures as referring to
the distant past — in 74% of cases. However,
there was no clear trend in the interpretation
of the left-oriented gestures of this robot.

While interacting with the robot with a
square, which used right-oriented and
symmetrical gestures, subjects relate the
events with right-directed gestures to the
present — in 64% of cases. No clear trend was
observed in the interpretation of the
symmetrical gestures of this robot. Despite
the results obtained, the available data require
further clarification, since the data for the
right-oriented robot is close to the zone of
insignificance.

In the post-experimental survey, most of
the participants (72,2%) indicated that they
indeed use the metaphor of lateral time
orientation, and consider past events as being
rather on the left and later/future events as
being relatively on the right.

Discussion

The results show that when right-
directed gestures are contrasted with
symmetrical gestures in the narrator's
behaviour, right-directed gestures indicate a
later point in time. In the present experiment,
this was also an event closer to the moment of
speech. This observation partially confirms
the original hypothesis, that the later events
are located on the right, however, in this
gesture opposition the earlier events have no
tendency to be located on the left. The
addressee correctly interprets pointing to the
right as a reference to a later event (the recent
past), despite the fact that from his/her point
of view the speaker points to the left. Thus,
the listener adjusts to the speaker’s temporal
axis rather than relying on his/her own
temporal axis.

Left-pointing gestures do not get a
definitive temporal interpretation in a
situation where they are contrasted with
symmetrical gestures. After the experiment,
some participants noted that this opposition
was not very convenient for them. At the
same time, in this opposition, symmetrical
gestures are seen by the addressee as
indicating the long past.

As two different oppositions were
modelled on each robot, we can assume, that
the rightmost position in each opposition is
more significant, and can be considered as a
“strong” linguistic position, where the
distinction in meaning is more profound.
Leftmost position in each opposition is not so
strong and has no direct link to the indication
of time — e.g. may be used by some iconic
gestures, gestures, indicating topic change and
others. The two strong rightmost positions
combined, correspond to the idea that time for
the storyteller is oriented from left to right,
where past events are in the center and more
recent events (the recent past, today) are
relatively on the right — see Figure 3.

Following the results, the addressee,
looking at the narrator, correctly interprets the
location of the events on the time axis,
adapting his/her perspective to the temporal
lateral axis of the narrator. This can be
considered as a rather compound task. It is
quite evident, that the listener easily adapts to
the “future-in front vs past-behind” system:
when the speaker refers to the past as being
behind his/her back, the listener adapts to this
position, although the position “behind the
speaker” is also in front of the listener. For the
lateral representation, the task may be even
more difficult, as the speaker has to adjust to
left-to-right orientation, where the axis
orientation of the listener contradicts to the
axis of the speaker.
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Figure 3. Time orientation based on statistically significant differences in respondents’ answers
Pucynok 3. OpueHTanuss BpeMEHH Ha OCHOBE CTATHCTUYECKH 3HAYMMBIX PAa3IM4YMi B OTBETaX

PECIIOH/ICHTOB

The results indicate, that Ilateral
temporal gestures may be considered not
solely as “adaptors” or “movements”, but as
communication signs, accompanying
utterances, having their own meaning and
able to add this meaning to the meaning of
utterance. This heightens the position of
temporal deictic gestures in the semiotic
system.

Although the discovered tendencies
may apply to most languages with left-to-
right writing systems, there does exist a
possibility, that in some language cultures the
lateral time axis is not sufficiently grounded
in dialogue culture to communicate the time
reference to the listener — e.g. if the “future-in
front vs past-behind” system prevails and
suppresses the lateral time expression in
communication. So, while the findings can be
universal for left-to-right languages, the
existence of the lateral time expression
system in each language culture should be
tested separately.

Conclusion

This study partially confirmed the
hypothesis that the orientation of temporal
gestures in space can indicate the time of the
denoted events. We found that the more recent
event is located to the right (in the opposition
between right-oriented and symmetric
gestures), while a distant past event is more
likely to be located at the center (in the
opposition  between  left-oriented and
symmetric gestures). The results correspond
to the metaphoric time representation from
left to right, and suggest that the listener
correctly interprets the perspective of the
speaker in lateral time representation.
Temporal gestures may be considered as
having own semantics and able to add this
semantics to the utterance. However, the
phenomenon requires further clarification.

The results of the study can be applied
to enrich the gestural behavior of companion
robots in situations, where the robots explain
compound events, distributed in time. For ex-
ample, in the educational domain a compan-
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ion robot may apply temporal gestures when
explaining Perfect group tenses, as well as
when explaining the topic of Tense shift in
languages. Scenarios with temporal gestures
can be used by robot tutors who are engaged
in instructing people and have to train work-
ers to perform a certain sequence of actions.
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