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Abstract: Keystroke logging is an objective and scalable methodology that has
become the gold standard in writing research for modeling writing processes. A
particularly significant aspect of this analysis is the examination of features such as
pause duration, as pauses are regarded as indicators of underlying cognitive
processes. Traditionally, arbitrary pause thresholds that are universally applied to all
writers have been established to differentiate between cognitive and non-cognitive
pauses. However, this approach presents considerable limitations and fails to account
for the complexity and individual variability inherent in the cognitive processes
involved in text production. Furthermore, different scholars employ varying
approaches to the calculation of between-word pauses. This study is the first to
analyze keystroke logs of Russian typed texts utilizing Gaussian mixture models
(GMM) to cluster pause duration values at between-word boundaries. By employing
keystroke logs collected from 50 university students who described the views from
their home windows, we conducted a cluster analysis of pause duration values before
words, after words, and between words separately. It was determined that the
distribution of pauses between words cannot be characterised by a single distribution.
For the majority of participants, two-component distribution provided the best fit for
all three types of pauses. Additionally, we observed a high degree of individual
variability in the mixing proportions of different components. This paper underscores
the necessity of avoiding the imposition of fixed thresholds in pause analysis that are
universally applicable to all writers and advocates for individualized and holistic
approach to studying the writing process.
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KOTHUTUBHBIX IIPOLIECCOB, JIEXKAIIMX B OCHOBE IpOLECCa MOPOXKICHHUS TEKCTa.
PacnipocTpaHeHHBIM MOAXOAOM SIBJISIETCS YCTAHOBJIEHHE MPOU3BOJIBHBIX MOPOTOBBIX
3HAUEHUM May3, U pa3JelieHue Ha MX OCHOBE Iay3 Ha KOIHUTHUBHBIE, KOTOpBIE U
UCIIONB3YIOTCA  JUIl  JAJIbHEMIEero aHaliu3a, M HEKOITHUTHBHBIE, KOTOpPBIE
UCKJIIOYAIOTCS U3 JalbHEHIIEro aHaiau3a Kak HezHauumble. OJHAKO TaKOW MOJIXOJ
MMEET MHOXKECTBO HEJOCTaTKOB M HE TO3BOJISIET OXBAaTUTh CIOXHOCTh U
WHAVBUAYAIbHYI0 BapUaTUBHOCTb KOTHUTHUBHBIX IIPOLIECCOB, CBSI3AHHBIX C
TEKCTOIOPOXKJIEHUEM. B craTbe  IpeAcTaBleHbl  PE3yJbTAThl  MUJIOTHOTO
UCCJIEI0BAHMS, IIPOBEICHHOIO HAa OCHOBE JAHHBIX KEWJIOITepa B XOJ€ MOPOKIACHUSA
TEKCTOB Ha pPYCCKOM s3blke. B wuccnenoBaHuM [is KJacTepU3alMM 3HAYEHUH
IIPOJIOJKUTEIIBHOCTH  11ay3 HCIIOIB3YIOTCS MOJENM TIayCCOBBIX cMeced. Mbl
OOHapY WM, YTO May3bl MEXKAY CIIOBAMU HE MOTYT OBITh OXapaKTepU30BaHbl OJTHUM
pacnpenenenueM. [l onucaHusi MEKCIOBHBIX 11ay3 B TEKCTaX OOJIBIIMHCTBA HAIIMX
YYaCTHUKOB JIy4dllle BCEr0 MOAXOJMUT JIBYXKOMIIOHEHTHOE paclpeJieieHue,
OTpa’karoliee, BEPOATHO, JIGKCHYECKHH JOCTYN H pe]iIeKCHUBHBIC MPOLECcChl. MBI
OOHapy»XWJIM BBICOKYIO HWHIUBUAYaJbHYIO BapUAaTUBHOCTb MPOMOPLUN Ui
BBISIBIICHHBIX ~ KOMIIOHEHTOB. B crarbe  momdyepkuBaeTcs  HEOOXOIUMOCTh
WCIIOJIb30BAaHUS MHAMBUAYAJIBHOIO MOJAXO0Ja K YCTAaHOBJICHHMIO May3aJIbHBIX
KPUTEPUEB, a TAKXKE MCCIEAOBAaHUS Iay3 pa3IU4YHON MPOJOJIKUTEIBHOCTH B HX
COBOKYIIHOCTH M B3aHMOCBSI3U HA YPOBHE OT/EJIbHOIO TEKCTA.

KiroueBbie ciaoBa: Awnanu3z  Haxatui  knaBumi;  Kedmorrep; — Ilaysa;
[IponomxurensHocts mnay3; Mccnemoanus nucbma; Ilpouecc muceMma; Mogenun
rayCccoBOW CMECH
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UCCNEAOBAHUE MEXCNOBHbBIX MAY3 B TEKCTAX HA PYCCKOM
A3BIKE NO AAHHBIM KEUNOITEPA C UCNOINB3OBAHUEM MOAENEN
rAyCcCoOBOU CMECH

KoHTeKkcT
Kak Mbl NOpOXKAaem NMCbMeHHbIe
Keinorrepbl No3BonA0T HabatoaaTh 3a
NPOLECCOM NOPOXKAEHUA TEKCTA

KaKkne KOrHUTUBHbIE MPOLLECCHI NeXaT B
ocHoBe?

Moaxon OT AaHHbIX

May3bl cocTaBnAoT 40 75 % npouecca
NOPOXKAEHUA TEKCTa

[1ay3bl — OKHO B KOTHUTUBHYIO
AeATeNbHOCTb aBTOpPa TeKCTa
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Kak npaBmnio, nccneaytoTca KOrHUTUBHbBIE May3bl
) (nay3bl onpeaeneHHon ANUTENbHOCTM, 0BbIYHO
OT 2 CeKyHz)

UHpuBMayanbHas BApuaTUMBHOCTb
HE y4YUTbIiBaeTcA

Mogenu rayccoBoi cmecu,
bubnunoTeka Ha asbike R

CKONbKO KNacTepOB HALWMX AAHHbIX?

PesynbTathl

ﬂayabl A0 CNoBa ANMHHee, Yem naysbl
nocne cnoea

2-KOMMNOHEHTHAA MOZEeNb NyYlle BCero
OMUCLIBAET AaHHbIE (MEKCI0BHbIE
naysbl) 418 6ONbLMHCTBA TEKCTOB

PeweHue 1 KOMNOHEHT - cpegHee 364 mc

(6ONbLMHCTBO MEKCNOBHbBIX Nay3),
NeKCUYECKMI AoCTyN

2 KOMMOHEHT — cpeaHee 1689 mc
(minimal discourse unit construction +
reflective thoughts — tail of distribution)

BbicoKkana nHanBUAyaibHaA

BapuaTUBHOCTD!
ETEBOV HAYUHBIA XYPHAT o /] MunoTHoe uccnegosaHme npouecca
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( H c Hbl ay3 -
PE3YH bTAT ‘ H. PYCCKOM ASBIKE ) V‘H/,LMBM/,].\/:;;;Z;JMIL‘B\,JBJ'IbeIE’
e /4 C MCMNONb30BaHMEM AaHHbIX Kelnorrepa

Introduction

Keystroke logging software, which
captures information regarding each key
pressed and released along with timing data
during text production via keyboard has
gained prominence in writing research for the
examination of the writing process and the
cognitive mechanisms that underlie it. This
trend has been evident since the introduction
of academic keyloggers to research
community (Leijten, Van Waes, 2006;
Leijten, Van Waes, 2013). Keystroke logging
has emerged as a gold standard methodology
in writing research because, unlike other
methods such as screen recording, thinking-
aloud protocols, eye-tracking, it offers
objective, detailed and easily obtainable data
on typing processes during text production,
which can be employed non-invasively in
naturalistic settings.

One of the most significant types of
information vyielded by keystroke logging
software pertains to the location, duration,
and distribution of pauses that occur during
the writing process. In the field of writing
research pauses are defined as intervals during
which no written output is generated (Garcés-

Manzanera, 2024), as periods of inactivity,
observable and measurable (Barkaoui, 2019).
Pauses in writing have been “assumed to
provide us with a window to the cognitive
processes underlying language production”
(Wengelin, 2006: 108).

In the field of writing research, written
composition is often conceptualized as a
series of temporal segments, referred to as
“bursts” (a minimal units of text production
whose linguistic characteristics remain to be
fully elucidated) (Alves, Limpo, 2015;
Limpo, Alves, 2017) divided by pauses.
Various studies suggest that pauses can
account for three-quarters of a text production
time (Alamargot et al., 2007). This
observation is not surprising, given that
writing is an inherently complex activity;
writers engage in planning, monitoring,
revising, and continuously evaluating their
work. These processes undoubtedly impose a
considerable cognitive load, impacting both
attentional and working memory capacities
(Alamargot et al., 2007; Medimorec, Risko,
2017).

Pause data have been extensively
employed to infer the cognitive processes that
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underpin writing since the inception of
writing research. It is evident that not all
pauses that occur during writing are regarded
as indicators of cognitive activity; rather, only
those pauses deemed indicative of higher-
order thinking are taken into account. A
general approach to distinguishing such
pauses from “non-cognitive” involves the
establishment of a specific threshold.

Classic cognitive models of writing
emphasize the reflective processes that occur
during cognitive pauses. Researchers in this
field examine the locations and distribution of
these pauses in relation to various factors,
including the writing tasks, the characteristics
of the writer, and the quality of the text, etc.
The body of research investigating the
different characteristics of bursts (Cislaru et
al., 2024) is significantly influenced by the
cognitive pause definition, as bursts are
usually defined as units occurring between
two cognitive pauses.

Despite decades of intensive research,
little is still known about the exact nature of
the cognitive processes underlying written
production during “cognitive” pauses, and the
results of existing studies are often difficult to
compare, as researchers employ different
pause duration thresholds to identify cognitive
pauses. Currently, there is no objectively and
universally  accepted pause threshold
(Medimorec, Risko, 2017; Galbraith, Baaijen,
2019). While various thresholds are used, the
2000 milliseconds (ms) threshold is widely
employed adopted, with pauses above this
duration considered indicators of higher-level
cognitive processes such as planning new
ideas and revising (Wengelin, 2006;
Chukharev-Hudilainen, 2014; Chukharev-
Hudilainen et al. 2019; Garcés-Manzanera,
2024). A pause lasting between 30
milliseconds and 2 seconds is believed to
indicate transcription processes related to
typographic skills and spelling, grammatical
and lexical decisions (Limpo, Alves, 2017;
Spelman-Miller, 2006; Valenzuela, Castillo,
2023). However, it is important to note that

interpretation and linking keystroke logging
variables to underlying cognitive processes is
not straightforward and easy (Baaijen,
Galbraith, 2018; Galbraith, Baaijen, 2019).
Overall, the primary focus of writing research
utilizing keystroke data has been on higher-
level thinking processes rather than on more
localized ones.

There are numerous challenges
associated with establishing a universal pause
threshold. First, this approach does not
consider individual differences in typing skills
and potentially in the cognitive processes that
underlie writing and writing styles (Escorcia
et al., 2017; Vandermeulen et al., 2024).
Second, it overlooks shorter pauses that could
be beneficial for a detailed analysis of the
writing process (see Galbraith, Baaijen, 2018
for the dual-process model of writing).

To address the significant limitations of
an approach that relies on assigning a
predefined and universal pause duration
threshold, Baaijen et al. (2012) proposed the
use of a mixture models methodology
(McLachlan, Peel, 2000) to identify the
subcomponents of pause duration
distributions. Mixture modeling is a form of
cluster analysis that allows researchers to
evaluate how many subcomponents — whether
of the same type or different types — can be
distinguished within an analyzed distribution.
This method aims to achieve a better
alignment between pause duration values and
the underlying cognitive processes. The
results obtained by Baaijen et al. (2012)
revealed numerous advantages of application
of mixture modeling for clustering pauses
duration values, and the authors recommend it
as a standard practice to analyze pause
behavior during writing. However, since the
publication of Baaijen et al. (2012) only few
studies have employed this method to analyze
pauses during writing (Guo et al., 2018;
Roeser et al., 2019; Van Waes et al., 2021).

In recent research conducted by Hall et
al. (Hall et al., 2024) mixture modeling was
employed to cluster pauses at various
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locations within texts. Based on the results
obtained, the authors assert that traditional
threshold-based approaches to pause analysis
“fail to capture the complexity of the
cognitive  processes involved in  text
production” (Hall et al., 2024). They conclude
that pauses at different text locations cannot
be adequately described by a single
distribution  and recommended  that
researchers “impose a common set of
theoretically informed distributions” on pause
duration data, rather than impose fixed pause
thresholds. However, the aforementioned
research was conducted on a small-scale
corpus of English texts, highlighting the need
for further studies on diverse text types and
languages, as emphasized by the authors.
Another problem of analysing pauses in
writing studies is related to the calculation of
pause duration values. Typically, a pause
between words is calculated as a sum of two
distinct pauses: one occurring before and one
after SPACE. However, these pauses are
sometimes treated separately (e.g., Wengelin,
2006), yet the underlying processes occurring
during each type of pause remain largely
unknown. In the aforementioned work by Hall
et al. (Hall et al., 2024) it is asserted that
combining these two types of pauses is
reasonable;  however, no  theoretical
justification for this combination is provided.
As Medimorec and Risko aptly argue, “a
potential limitation of this approach is that it
implies functional similarity between ‘‘after’’
and ‘‘before’” pauses” (Medimorec, Risko,
2017: 56). Nevertheless, this issue has
received comparatively attention in research.
The authors (Medimorec, Risko, 2017)
emphasize the importance of investigating the
roles of these two types of pauses in text
production separately to uncover potential
functional differences between them. To the
best of our knowledge, there has been no
research conducted to reveal such differences
to date. It is clear that without modeling the
distribution of pauses before and after SPACE

separately, in addition to considering the
combined factor, these distinctions would
remain unobservable.

The current study is the first to analyze
the distribution of between-word pauses in the
log files of typed texts in Russian, utilizing
mixture  modeling to  uncover the
subcomponents of pause time distribution.

Our main research questions are as
follows:

1. How many clusters of pause duration
values can be identified among pauses
between words?

2. Is the structure of pause duration
values differ for pauses occurring after words
compared to those before words?

3. If more than one cluster can be
identified, do the pause duration thresholds
apply to all writers?

Methodology

Participants

All respondents were native Russian
speakers. A total of 53 students participated in
our experiment and provided written informed
consent for their data and texts to be
processed for research purposes. For this
study, we selected only those participants who
wrote texts of all three types resulting in a
final sample of 50 participants.

Out of the 50 participants, 48 (94 %)
were female, all participants were aged 18 to
20 years old.

The data utilized in this study were
collected during a general academic course
titled “The Russian Language and Language
Culture” for Russian students enrolled in the
bachelor’s degree program in pedagogical
education in Voronezh State Pedagogical
University.

Design

The participants received an electronic
version of the questionnaire, which included
three writing tasks, demographic questions,
and links to psychological tests. They were
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encouraged to ask any questions about the
experiment details and the tasks assigned to
them via Telegram chat with the instructor.

For the first writing assignment, the
students were required to compose a detailed
description of the view from the window of
their home. The second assignment involved
writing about their impressions of any event
they had attended. For the third text, the
students were asked to discuss a topic of
personal interest.

Several writing tasks were selected, as it
is known that the type of writing task
influences the pausing behavior. For instance,
research conducted by Medimorec and Risko
demonstrated that argumentative essays are
more cognitively demanding — being more
constrained and requiring greater planning —
compared to narratives (Medimorec and
Risko, 2017).

No more than one text should be written
in a single day; however, the order in which
the writing assignments are completed is
restricted. Each text must be at least 150
words long. Additionally, it is important to
consider that several days should elapse
between completion of one text and the
writing of the next text.

Before writing each text, the students
were required to complete an emotional state
assessment consisting of 20 questions
(https://psytests.org/emo/panas.html).
Additionally, during the course of their
participation in the study, the students
completed the Big Five Questionnaire — a test
designed to identify personality traits —

consisting of 44
(https://psytests.org/big5/bfi.html).

Tests were collected as part of a larger
project aimed at assessing the effect of
participants' characteristics on their pause
behavior during text production.

The study participants provided the
finished materials to the moderator via e-mail
or Telegram. Each respondent was assigned
an individual code. As a result, the
anonymous study materials were transferred
to the project manager.

All the students used their personal
computers for the task. The participants were
allowed to use the Internet during the task but
were prohibited from copying and pasting
texts or their fragments. Students were not
restricted in terms of time on the task, but we
asked them to write one text per writing
session, without interruption.

Before starting to write the texts, the
participants had installed the academic
keylogger GenoGraphiX-Log 2.0
(abbreviated GGXLog) on their personal
computers (Usoof et al., 2020). GGXLog
records writing sessions in different writing
contexts and stores the data from the writing
session as a log file. Furthermore, GGXLog
captures and stores informant data, third-party
application usage during the writing session,
and the final product text.

This software was chosen as the only
academic keylogger currently available for
download in Russia.

The example of the fragment of the log
file provided by GGXLog is presented in
Figure 1.

questions
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Figure 1. Example of the output of GGXLog keylogger
Pucynoxk 1. [Ipumep Beimaum keinmorrepa GGXLog

Index Device Input Start_time Start clock End Time End clock Event time Pause fime Pause location  Caret position Anchor position Mouse x Mouse y Selected text Replaced text Gene_type
0 | <MOUSE> <PRIMARY> 0 00:00:00 74 00:00:00 74 687 initial 0 [ 114 36 navigate
1 | <KEYBOARD> SHIFT 3884 00:00:03 4478 00:00:04 504 3810 unknown [} 0 unknown
2‘ <KEYBOARD> A 4342 00:00:04 4437 00:00:04 95 458 sentence beginning 0 0 append
3 | <KEYBOARD> BACK_SPACE 5986 00:00:05 6053 00:00:06 67 1549 delete [] [} delete
4 | <KEYBOARD> BACK_SPACE 6139 00:00:06 6193 00:00:08 54 86 delete o o delete
57 <SYSTEM> <SESSION_PAUSE> 24336 00:00:24 24336 00:00:24 o 18143 unknown o o unknown
6 | <MOUSE> <PRIMARY> 29732 00:00:29 29818 00:00:29 86 5396 navigation o 0 13 64 navigate
7 | <KEYBOARD> SHIFT 30624 00:00:30 30854 00:00:30 230 806 unknown 0 0 unknown
8 | <KEYBOARD> £l 30716 00:00:30 30833  00:00:30 17 92 unknown 0 0 append
9 | <KEYBOARD> w 31484 00:00:31 31492 00:00:31 28 631 unknown 1 1 append

10 | <KEYBOARD> BACK_SPACE 32192 00:00:32 32256 00:00:32 84 700 delete 1 1 delete

" | <KEYBOARD> SPACE 32957 00:00:32 33032 00:00:33 s 701 between words 1 1 append
12 | <KEYBOARD> u 33093 00:00:33 33187 00:00:33 94 61 unknown 2 2 append
13 | <KEYBOARD> 33197 00:00:33 33257 00:00:33 60 10 unknown 3 3 append
14 | <KEYBOARD> o 33343 00:00:33 33401 00:00:33 58 88 unknown 4 4 append
15- <KEYBOARD> r 33482 00:00:33 33546 00:00:33 64 81 unknown 5 5 append
16. <KEYBOARD> 33689 00:00:33 33757 00:00:33 68 143 unknown 6 [} append
17| <KEYBOARD> a 33769 00:00:33 33768 00:00:33 50 50 unknown 7 7 append
18. <KEYBOARD> SPACE 33813 00:00:33 33891 00:00:33 78 44 unknown 8 8 append
19 | <KEYBOARD> o 33974 00:00:33 33889 00:00:33 15 83 unknown 9 9 append
20 | <KEYBOARD> u 33998 00:00:33 34077 00:00:34 el 9 unknown 10 10 append
21 | <KEYBOARD> e 34106 00:00:34 34168 00:00:34 62 29 unknown 1 " append
22 | <KEYBOARD> H 34215 00:00:34 34287 00-00:34 72 47 unknown 12 12 append
23 | <KEYBOARD> 35515 00:00:35 35578 00:00:35 &3 1228 unknown 13 13 append
24 | <KEYBOARD> SPACE 35633 00:00:35 35688 00:00:35 S5 55 unknown 14 14 append
25 | <KEYBOARD> n 35715 00:00:35 35776 00:00:35 61 27  unknown 15 15 append
26 | <KEYBOARD> 10 35888 00:00:35 35943 00:00:35 55 112 unknown 16 18 append
27 | <KEYBOARD> 6 36027 00:00:36 36093 00:00:38 66 84 unknown 17 17 append
28 | <KEYBOARD> n 36195 00:00:36 36254 00:00:36 59 102 unknown 18 18 append
29 | <KEYBOARD> 10 36356 00:00:36 36443 00:00:36 87 102 ' unknown 19 19 append
30 | <KEYBOARD> SPACE 36481 00:00:36 36543 00:00:36 62 38 unknown 20 20 append
31 | <KEYBOARD> 3 36706 00:00:36 36772 00:00:36 66 163 unknown 21 2 append
32. <KEYBOARD> a 36783 00:00:36 36838 00:00:36 55 11 unknown 22 22 append
33 | <KEYBOARD> ¢ 36901 00:00:36 36991 00:00:36 90 63 unknown 23 23 append
34 | <KEYBOARD> m 37116 00:00:37 37198 00:00:37 82 125 unknown 24 24 append
CISV <KEYBOARD> o 37216 00:00:37 37216 00:00:37 50 50 unknown 25 25 append
36 | <KEYBOARD> 1 37270 00:00:37 37369 00:00:37 99 54 unknown 28 26 append
ar <KEYBOARD> p 37471 00:00:37 37538 00:00:37 67 102 unknown 27 27 append

Data Analysis and Preprocessing

For this exploratory study, we used only
one text type — describing the view from the
window — as we assumed this writing task
would yield the most homogeneous texts. The
dataset used for this study is available on
GitHub?.

We analyzed the log files (50)
containing individual participants’ keystroke
data. In the preliminary stage, we removed
outliers from our pause duration values which
totaled 111948 entries. We employed the
guantile method, eliminating values lower
than the 0.1 percentile (2 ms) and higher than
99.9 percentile (50370.28 ms). This process
resulted in a final count of 111538 pause
duration values.

1

https://github.com/Litvinoval984/keystroke Russian t
exts (accessed on 15.10.2024).

In the present analysis, we focused
solely on pauses between words, specifically
instances where a word ended and new word
began after a SPACE. This approach meant
that we excluded all pauses associated with
punctuation marks, revision indicators (such
as DELETE and BACKSPACE), and
navigation markers. Consequently, we
analyzed only those cases where no actions
other than pause occurred between
consecutive words, eliminating instances of
revision, mouse movements, insertion, edits,
or punctuation marks. Pauses occurring
between sentences, sub-sentence pauses (as
defined by Hall et al., 2024 in Table 1, which
describes them as “the time between the end
of a word that is followed by a comma, and
the start of the next word that is preceded by
the same comma”) and revision pauses
(termed “non-linear events”) are typically
regarded as distinct types of pauses in writing
research and will be analyzed individually.
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In the current analysis, we analyzed
three types of pauses between two concessive
words: 1) pauses after words, i.e., after the
last letter of preceding word before SPACE
(t2 in Figure 2); 2) pauses before words, i.e.,

Figure 2. Definition of pauses
Pucynok 2. Onpezenenue nays

t1

wordl———space — word?2

Although the SPACE key serves as a
marker for pauses between words, the random
insertion of SPACE within words is a
common issue in the analysis of text
production  through  keystroke logging.
Various thresholds for the minimum duration
of between-word pauses have been proposed
to filter out the random occurrence of SPACE
within words. For instance, Van Waes et al.
(2021) employed a threshold of 30 ms in their
study of typing skills. In contrast, Hall et al.
(2024) used a threshold of 50 ms across all
text locations to eliminate accidental SPACE
transitions within words from their analysis. A
manual inspection of our dataset revealed that
pauses shorter than the 30 ms threshold were
indicative of accidental SPACE within words
rather than between words. Consequently,
these instances were excluded from further
analysis. The resulting dataset comprises
22,300 pauses occurring after words and
before word.

Given that pause data are highly
positively skewed, with most of pauses being
relatively short and a minority being
significantly longer, we performed natural log
transformations, which is a standard practice
in pause analysis (Baaijen et al., 2012).

As the primary analytical approach, we
employed mixture modeling which is a form
of cluster analysis that enables researchers to

after SPACE mark (t3 in Figure 2); 3)
combined indicator (pause time before
SPACE + pause time after SPACE) (i.e., for
between-word pause for word2 and word3 is
calculated as t2+t3) (Figure 2).

t2 t3
space — word3

assess how many subcomponents can be
identified within an analyzed distribution.

Relying on the results of the studies
(Baaijen et al., 2012; Hall et al., 2024) in
which between-word pauses were analyzed
through clustering via mixture modeling, we
constrained the maximum number of
components (parameter G) to test to three.
Specifically, we constructed models with
G=1,2,3, and subsequently selected the best
model wusing the Bayesian Information
Criterion (BIC).

Following (Hall et al., 2024), we
constructed  Gaussian  mixture  models
(GMMs) using the expectation-maximization
(EM) algorithm (McLachlan, Peel, 2000) to
assess whether the pause times between
words, after words, and before words exhibit
an underlying structure that is better
represented by multiple distributions rather
than a single Gaussian distribution. For more
details on this algorithm which is also widely
used for speech data analysis we refer the
reader to the work by Little et al. (Little et al.,
2012). To this end, we formally evaluated the
relative goodness of fit of single Gaussian
distributions compared to two- and three-
component models for each participant
separately. Consequently, we employed the
EM algorithm to fit multiple GMMs to each
participant’s log-transformed data, including
before-word, after-word and between-word
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pause duration values, for all pauses longer Results

than 30 ms. Before-word and After-word pauses
The analysis was conducted using in the Figures 3-4 show that, although log

R package Mclust version 5.4.7 (Fraley et transformations reduced skewness, they did

al., 2020). not eliminate it for most writers.

Figure 3. Histograms showing the log-transformed distributions of before-word pause times for
some participants (the participants’ ID are above the figures)
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Figure 4. Histograms showing the log-transformed distributions of after-word pause times for some
of the participants (the participants’ ID are above the figures)
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Table 1$? presents Bayesian
Information Criterion (BIC) values for
various Gaussian Mixture Models (GMM)
with G values of 1, 2, and 3, with the best
values highlighted in bold. It is important to
note that we also evaluated 4-component
models; however, their performance was
inferior to that of the two- and three-
component models (though better than the
one-component model) and therefore, their
results are not included.

The differences between the best and
second-best models are presented in Table 1S.
The best models, along with the second-best
models that exhibits differences greater than
3.7 compared to the best models, are
highlighted and underscored. This threshold
was proposed by Kass and Raftery (Kass,
Raftery, 1995: 777) who suggested that a
difference of this magnitude could be
considered significant, while a difference
greater than 20 indicates a strong distinction
between models.

As for the before-word data, the two-
component model demonstrated the best fit
for 21 of the respondents (42%), the three-
distribution model was most suitable for 11 of
them (22%), the remaining 17 writers (34%)
were indeterminate between two and three-
distribution models. Only for 1 respondent
(2 %) the one-distribution model were the
best fit.

In the analysis of the afterword pauses,
we found that 28 out of 50 texts (56%) were
better described by a two-component model.
For 9 texts (17.65%) the three-distribution
model was the best fit, and the remaining 9
texts (17.65%) being indeterminate between

2

https://github.com/Litvinoval984/keystroke Russian t
exts (accessed on 15.10.2024).

two and three distributions. Only for 2
respondents (4%) the one-distribution model
was the best fit. One writer was intermediate
between the one- and three-distribution
models, and another writer was intermediate
between the one- and two-distribution
models.

These results demonstrates that the
cognitive processes occurring at word
boundaries — both before word and after word
— are heterogeneous and cannot be
encapsulated by a single threshold.

Next, we constructed a two-component
distribution model for pauses occurring before
and after words for all writers to compare the
properties of these distributions among them.
Specifically, we calculated the proportion of
pauses within each of the two distributions, as
well as the mean values for each distribution
(see Table 2S3).

Let us compare the data obtained for the
first and second components. The mean
duration of pauses for the first component
specifically for before-word pauses is log 5.31
(202.35 ms), median value is log 5.40 (221.41
ms). The mean duration for after-word pauses
in the first component is log 4.8 (121.51 ms),
and median value is log 4.78 (119.1 ms).

We used the paired samples Wilcoxon
test, also known as Wilcoxon signed-rank
test, which is a non-parametric alternative to
the paired t-test used. This method is
employed to compare paired data due to the
violation of normality in our dataset.

This test confirmed that the differences
in pause duration before and after word were
statistically significant (V = 1193, p-value <
0.00001) (Figure 5).

3

https://github.com/Litvinoval984/keystroke Russian t
exts (accessed on 15.10.2024).
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Figure 5. Mean pause duration (log ms) before and after words (component 1)
Pucynok 5. Cpenusis JIMTEIBHOCTD 1ay3 A0 U MOCJE clI0Ba (KOMITOHEHT 1)

Position1 E4 after before
6 -4
§ |
@
@
=
5 .
4 4
aft'er befbre
Position1

The second component is characterized
by pauses with a median duration of 6.97 log
ms (1064 ms) before word, 6.46 log ms
(639.06) after word (IQR = 0.85). The
differences in pause duration before and after
the word in the second component are
statistically significant (V = 1026, p-value =
0.00018) (Figure 6).

Let us note that the mean mixing
proportion of the first component for before-
word pauses is 0.692, while for after-word
pauses it is 0.827. This indicates that the share

of longer pauses (the second component) is
greater in the pause position before words.

Note that the mixing proportions of
components vary significantly among the
individuals. While some exhibit a strong
preference for the first component, accounting
for more than 90% of the pauses, others show
that the second component also constitutes a
significant part of the pause data.

Between-word pauses

The  histogram illustrating  the
distribution of between-word pause duration
values is presented in Figure 7.
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Figure 6. Mean pause duration (log ms) before and after words (component 2)
Pucynok 6. Cpenssst [IUTEIBHOCTD Iay3 10 U MOCIIE CJIOBA (KOMIIOHEHT 2)
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Figure 7. Histograms showing the log-transformed distributions of between-word pause times for
each of the participants (participants’ ID are above the figures)
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Again, we observe that even after
applying a log transformation pause time data
exhibit a multicomponent distribution for the
majority of the writers. The pause data from
only a few respondents (NN 6 and 36) tend to
display a unimodal distribution, while most of
the data clearly indicate a multimodal
distribution. However, specific characteristics
of these distributions vary significantly
among the writers. While most of the data
demonstrate a two-modal distribution, pause
durations for some writers are better described
by a three-modal distribution (NN 34, 35, 45,
49).

We constructed GMMs with varying
numbers of components (G = 1, 2, 3). Three-
distributional models provided the best fit for
the data from 5 participants (10%), while 11
(22%) were indeterminate between two- and

three-component model, one writer (2%) was
indeterminate  between one- and two-
component models. One-distribution model
was a best fit for two participants (4%). For
the majority of the writers (31, 62%), two-
distributional models demonstrated the best fit
(see Table 35%).

So, for the sake of comparison, we built
a two-component model for all the
respondents.

The mean duration of between-word
pauses for each mixture component along
with the mean proportion of pauses falling
within each mixture component for each
participant is presented in Table 4S°.

The mean duration of pauses between
words for the first component is 5.897 log ms,
which corresponds to 364 ms (median value is
5.865 log ms, i.e., 352.48 ms) (see Figure 8).

Figure 8. Histogram of between-word pause duration (log ms) for the first component
Pucynok 8. ['ucrorpamma mpoIoiKUTEIILHOCTH MEKCIIOBHBIX T1ay3 (JIOT MC) B IIEPBOM KOMITOHCHTE
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4

https://github.com/Litvinoval984/keystroke Russian t
exts/tree/main (accessed on 15.10.2024).
5

https://github.com/Litvinoval984/keystroke Russian t
exts/tree/main (accessed on 15.10.2024).
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The mean mixing proportion of the first
component is 0.7 (sd=0.15).

The mean duration of between-word
pauses for the second component is 7.4 log
ms, which corresponds to 1685.8 ms (median

value is 7.3 log ms, ie., 1415 ms)
(see Figure 9).

The mean mixing proportion of
between-word pauses for the second
component is 0.3 (sd=0.15).

Figure 9. Histogram of between-word pause duration (log ms) for the second component
PucyHnok 9. 'mctorpamma MeXCIIOBHBIX may3 (JIOT MC) BO BTOPOM KOMITOHEHTE
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Discussion

In this study, we conducted a cluster
analysis of pause duration occurring after
words, before words and between words in
Russian typed texts, clearly outlining our
methodology for calculating the pause
duration in these contexts. We utilized
mixture modeling to analyze the pause time
and discovered that for the majority of
participants, two-cluster solution
demonstrated the best fit.

We also identified differences in the
duration of the pauses before word compared
to those after words. These results indicate
that pauses occurring before and after words
reflect distinct cognitive processes, with
pauses before words typically being longer.
This phenomenon may be related to the
increased cognitive load experienced by the
writers. As emphasized in the Introduction,
the challenge of elucidating the differences in
the underlying cognitive processes involved
in word retrieval during text production is less

T T 1
8 9 10

Log pause time, comp 2

explored in writing research. Nevertheless,
our findings replicate those reported in
(Mohsen and Qassem, 2020). Their small-
scale study, which included data from eight
respondents, demonstrated that pauses during
the writing of two text genres — descriptive
and argumentative essays — varied based on
pause location: pauses before words were
significantly longer than those after words for
genres. Clearly, this issue warrants further
investigation.

Our results concerning the
multicomponent model, which demonstrated a
better fit for between-word pauses than the
one-component model, align with those
reported in literature (Baaijen et al., 2012;
Hall et al., 2024).

As our results indicate, for the majority
of the participants, short pauses (up to
roughly 500 ms) account for most of the
pauses between words. This finding aligns
with the results obtained by Baaijen et al.
(2012) reported that mean duration of pauses
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in the first component is 330 ms, constituting
65% of the pauses in their dataset. Our results
are similar to those presented in the papers by
E. Chukharev-Hudilainen, (Chukharev-
Hudilainen, 2011; Chukharev-Hudilainen,
2014), who, to the best of our knowledge, is
the only researcher to have analyzed
keystroke data from  Russian  texts
(specifically chat messages) in the context of
the writing process. Using ex-Gaussian
distribution equation, he demonstrated that
two types of pause distributions could be
identified. The first distribution has an
average pause duration of 386.9 + 102.9 ms
and varies across the subjects, which is close
to our results.

It is important to note that in our data
two-component distribution was the best fit
for modeling between-pause durations for the
most (though not all) writers. In this regard,
our results are similar to those obtained by
Chukharev-Hudilainen. The second type of
pauses he identified falls within the range up
to0 937.9 + 357.4 ms, which are believed to be
associated with the production of predicate
expressions (Chukharev-Hudilainen 2014).
Therefore, pauses above 1,2 sec threshold are
considered  indicative  of  higher-level
planning.

In  English-language data, three-
component models were the best fit for the
majority of the writers. A middle distribution,
accounting for 26% of the pauses, with mean
duration of 735 ms, was revealed by (Baaijen
et al., 2012) who suggested that it represents
phrase boundary processes. Baaijen et al.,
2012 also revealed the right-hand distribution
which comprised 9% of the pauses with a
mean duration of 2697 ms, indicating a
higher-level message planning or reflection.
They further proposed that the “long tail” of
such pauses should not be treated as a normal
distribution but rather as a miscellaneous set
of reflective thoughts, with cutoff of around
1.686 ms. The equivalent threshold reported
by (Hall et al., 2024) is 1426 ms. These
thresholds are comparable to those obtained
on our data for the second distribution.

We argue that the assumption of a
common set of underlying cognitive processes
during writing should not be taken for
granted; instead, different models may be
necessary to accurately describe the writing
processes of various individuals. It is also
should be stressed that the relatively high
standard deviations for the mixing proportions

indicate  substantial ~ variation  among
individuals regarding the relative
contributions  of  different  component

processes. This suggests the need to consider
an individual factor in the analysis of writing
behavior.

Our study demonstrated that, counting
pauses above an arbitrarily established
threshold — particularly the commonly used
2000 ms threshold — fails to encompass the
range of processes involved in text
production.

In our research, we found that mixture
modeling has proven to be an effective
method for describing writers’ pausing
behavior. It allowed us to identify the
relatively strong evidence for a multi-
component structure in the linear between-
word pause distribution in  Russian
monological texts for the majority of the
writers.

However, the question that remains
unresolved in previous studies — regarding the
justification for characterizing the distribution
of between-word pauses as a variable property
of writers also arises in our data. While most
writers exhibit two distributions, others
display three.

It is essential to model pause
distribution at different text locations (within-
word, between-word, between-sentences)
simultaneously, since these elements are
clearly interrelated. This can be accomplished
using multilevel mixture modeling (Muthén,
Asparouhov, 2009). However, to the best of
our knowledge, no research employed this
method for a comprehensive analysis of a
writer’s pausing behavior during text
production has been performed.

It is important to acknowledge that our
study has certain limitations. It was conducted
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using data from highly homogeneous
population, while it is known that individual
characteristics, such as demographics, affect
writing styles. For instance, Zhang et al.
(Zhang et al., 2019) found that female authors
produced their texts more fluently, engaged in
more extensive macro- and local editing, and
exhibited a reduced need to pause at the
locations associated with planning (e.g.,
between bursts of text and at sentence
boundaries) compared to their male
counterparts.  Additionally, our analysis
focuses on only one text genre, which, as
suggested by previous research, does not
impose a high cognitive load (unlike
argumentative essays, for example). Clearly,
broadening the range of analyzed genres and
incorporating greater diversity in the writers’
characteristics would enhance the validity of
our findings.

In this study, we did not consider the
effect of the operating system of the
participant's computer (MAC/Windows) on
their writing behavior. As one of our
reviewers reasonably suggested, this factor
could have an impact on the results. In our
future study, we will analyze this effect.

Conclusions

The use of keystroke data has become a
gold standard in writing research, with pause
duration at different text locations being one
of the most important features analyzed based
on keystroke data, since the analysis of pauses
during writing is crucial for modeling the
writing processes. To conduct analyses, many
researchers rely on predefined pause
thresholds. However, this approach has
several drawbacks: it fails to account for
individual differences in typing skills, writing
competencies, styles, and it overlooks pauses
below a predetermined threshold, which
arguably hinders a comprehensive
understanding of the writing process.

Our study is the first to analyze log files
containing keystroke data that reflects the
process of producing free monologue texts in
Russian. We examined pauses before and after
words separately and in combination using

mixture modeling methodology. Our findings
indicate that the majority of the participants’
data fit better with multicomponent (primarily
two-component) distributions. The  first
distribution may be related to lexical
assessment and depends on the motor (typing)
skills of the writers, while the second
distribution  could  signify  underlying
reflective thoughts related to text planning. To
gain a deeper understanding of the nature of
writing process, an individual-based pause
threshold should be determined, and linguistic
nature of the resulting burst should be
examined. This field could greatly benefit
from adopting methods for identifying and
describing minimal discourse units in oral
speech (Kibrik et al., 2020).

Our study clearly demonstrates the
necessity to examine all types of pauses
during writing and considering the
relationships between pause durations at
different locations within the text. The issue
of individual variations not only regarding the
thresholds for different types of pauses but
also concerning the structure of distributions
should be investigated across various writing
tasks.

Our future research directions are
manifold. First, we aim to expand our dataset
in terms of both text types and the diversity of
the writers’ characteristics. We will pay
special attention to the effects of cognitive
load associated with writing tasks on writers'
pausing behavior.

Second, we will conduct multilevel
mixture modeling of pauses at different
locations within text to gain a more
comprehensive understanding of pausing
behavior during text production.

Third, we will calculate pairwise
semantic distance between words and align
these results with pause duration to gain a
better understanding of the relationship
between a semantic flow and text production.

Fourth, we aim to assess the
relationship between the revealed
characteristics of the writers’ pausing
behavior and the quality of their texts, which
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represents a promising avenue of writing
research (Beauvais et al., 2011).
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